
Cross-sectional Study Design

İlker Kayı, MD, DPH
Koç University School of Medicine

10th RMHS, 2019



Outline
• Design of x-sectional studies
• Measures obtained in x-sectional

studies
• When to use
• Sample selection
• Sample size calculation



Source: https://www.youtube.com/watch?v=h8vaYG5z5lw
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Definition

• Cross-sectional studies examine the 
relationship between diseases (or other 
health-related characteristics) and other 
variables of interest as they exist in a 
defined population at a particular point in 
time.
• “Snapshot” of a society
• Prevalence studies
• Disease frequency studies



X-Sectional Studies

• The study domain of a survey is a particular segment of a demographic population, 

or, within a geographical area, a collection of institutions or other functional units 

in health care. 

• The population surveyed can be very large, as in national surveys, or relatively small, as when a 

single school or village is surveyed.

• The occurrence relation usually involves many different outcomes of interest.

• The interest may be whether a factor has an association with the outcome and/or whether 

determinant-outcome relations differ according to third variables (such as sociodemographic 

characters etc.)



X-Sectional studies

• Data collection tool: Surveys, health records (databases), clinical observations

• Direction: None

• People are studied at a “point” in time, without follow-up.

• Outcome measure: Prevalence

• A cross-sectional study can be combined with a follow-up study to create a cohort 

or a case-control study.

• Repeated cross-sectional studies can provide data for the change in a selected 

measure in population.



X-SECTIONAL 
STUDY

Exposure

Outcome



Use of x-sectional studies

• Determining the prevalence or frequency of a health 
problem
• Risk factors
• Priorities

• Determinants of health and disease
• Associations – “Odds Ratio”
• Correlations

• Evaluation of interventions or policy implementations
• Healthcare
• Compliance with treatment
• Satisfaction
• Impact of institutional policies

• Surveillance



Turkish National Health Survey 2016



A Study Example



Ratios of age-standardised DALYs by sex for different diseases grouped by SDI



Strengths

• Relatively quick and easy to conduct (no long 
periods of follow-up).

• Data on all variables is only collected once.

• Able to measure prevalence for all factors 
under investigation.

• Multiple outcomes and exposures can be 
studied.

• The prevalence of disease or other health 
related characteristics are important in public 
health for assessing the burden of disease in a 
specified population and in planning and 
allocating health resources.

• Good for descriptive analyses and for 
generating hypotheses.

Weaknesses

• Difficult to determine causality: whether the 
outcome followed exposure in time or 
exposure resulted from the outcome.

• Not suitable for studying rare diseases or 
diseases with a short duration.

• As cross-sectional studies measure prevalent 
rather than incident cases, the data will always 
reflect determinants of survival as well as 
etiology.

• Unable to measure incidence.

• Associations identified may be difficult to 
interpret.

• Susceptible to bias due to low response and 
misclassification due to recall bias.



Potential sources of bias

• Selection bias (Representativeness)
• Sample size and selection

• Length time bias
• Studies “survivors” and “stayers”

• Non-response

• Select an optimum sample size
• Perform repeated contacts
• Select a random replacement for each subject
• Compare the demographic characteristics of 

the respondents with those of the non-
respondents



Comparison of observational studies

Cohort Case-Control X-Sectional

Design Group assignment is based on 
exposure status of the 
participants. Then they are 
followed up for a certain time 
period to observe the expected 
outcome of interest. 

Group assignment  is based on 
outcome status of the 
participants. Then exposure is 
assessed in both groups. 

Outcome and exposure are 
assessed together at the same 
time.

Analysis Incidence Ratio and Rate
Incidence Rate Ratio
Advanced modeling methods 
(Survival Analysis, Cox Regression 
etc)

Odds Ratio
Logistic Regression Models

Prevalance
Odds Ratio
Logistic Regression Models

Strengths Temporality between exposure 
and outcome is well defined
Allows studying multiple 
outcomes
Efficient for rare exposures

Inexpensive
Efficient for rare outcomes or 
outcomes with long latency
Allows studying multiple 
exposures

Inexpensive and fast
Useful before cohort studies
Useful for public health 
monitoring

Limitations Time-consuming and expensive
Retrospective cohort studies 
assessment of exposure might be 
problematic

Prone to certain biases such as 
recall bias or selection bias
Sometimes the temporality of the 
outcome might be an issue

Does not provide a causal 
relationship



Sampling and Calculating 
Sample Size 
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Sampling

• Sampling is the process of selecting units (e.g., people, organizations) from
a population of interest so that by studying the sample we may fairly
generalize our results back to the population from which they were
chosen.

• In a broad epidemiological sense, the term ‘sampling’ refers to the process
of facilitating access to a suitable selection of observation units or to the
existing information about them.

• There are two general types ofvsampling methods: 
• Probabilistic (statistical) 
• Non-probabilistic (non-statistical) sampling.



Terminology

• Population: The group you wish to generalize in 
your study

• Sampling frame: a list of potentially eligible or 
accessible observation units

• Sampling unit: one of the units into which an 
aggregate is divided for the purpose of sampling, 
each unit being regarded as individual and 
indivisible when the selection is made (person, 
household, a product etc.)

• Sampling fraction: the ratio of the sample size to
the population size

• Sample: a subset of a frame where elements are
selected based on a randomised process



Types of sampling techniques

• Probabilistic
• involves generating a list of 

potentially eligible observation
units (sampling frame)
• utilizes some form of random

selection à there is a process or
procedure that the different units
in your population have equal
probabilities of being chosen.

• Non-Probabilistic
• No available sampling frame
• There is no presumed equal 

chances to be chosen to the 
sample
• Mainly there are two types

• Convenience or Haphazard
• Purposeful (Expert, Quota, Snowball, 

Heterogeneity)



Simple random sampling

• All subsets of the sampling frame are given 
an equal probability of being selected.

• Steps to follow:
• assign a random unique number to each member 

of the population (lottery, table of random 
numbers, statistical software packages)

• rank the sampling frame according to the 
randomly assigned numbers

• select the first n of the ordered random 
numbers, where n is the required sample size



Systematic random sampling
• It is essential that the units in the

population are randomly ordered. 
• Starting point bias 



Cluster sampling

• Sampling unit is not individuals but 
clusters à village, neighborhood, 
school, factories etc.
• Design Effect (DEFF) is used to ensure 

precision

• Steps to follow
• divide population into clusters (usually 

along geographic boundaries/cluster units 
such as schools)

• randomly sample clusters
• measure all units within sampled clusters



Stratified random sampling

• Stratified sampling divides the population into 
non-overlapping subgroups (strata) according 
to some important characteristic, such as sex, 
race, age category, or socioeconomic status, 
and selects a sample from each homogeneous 
subgroup.

• It assures that you will be able to represent 
not only the overall population, but also key 
subgroups of the population,



Illustration of random sampling, systematic 
sampling, and cluster sampling



Sample size calculation

• PS Power and Sample Size Calculator 
http://biostat.mc.vanderbilt.edu/wiki/Main/PowerSampleSize

• G*Power: Statistical Power Analyses http://www.gpower.hhu.de/

• CDC Epi InfoTM User Guide: https://www.cdc.gov/epiinfo/user-
guide/statcalc/statcalcandopenepi.html
• CDC OpenEpi: http://openepi.com/Menu/OE_Menu.htm

http://biostat.mc.vanderbilt.edu/wiki/Main/PowerSampleSize
http://www.gpower.hhu.de/
https://www.cdc.gov/epiinfo/user-guide/statcalc/statcalcandopenepi.html
http://openepi.com/Menu/OE_Menu.htm




Example for a cross-sectional study

• A simple random or systematic sample is to be used to survey a urban 
city population of 280,000 concerning satisfaction with particular
aspects of health care. The expected result is unknown, but 
guesstimated to be about 50% positive and 50% negative. 

• What is the sample size needed?

• What would be the sample size if were to use cluster sampling with a 
design effect of 1.8?



OpenEpi page



Example for case-control studies

• 25 postoperative infections
occurred in a hospital. How many
controls should be chosen for
each to conduct a case-control
study in which Nurse A was
present at 5 (20%) surgeries, but 
at only 50% of other surgeries?



OpenEpi page



Example for a cohort study

• A phase I clinical trial is to be conducted to determine the frequency
of adverse effects from a new medication. 
• Two groups of equal size will be randomly allocated to receive the

drug or a placebo. 
• The effect being measured is expected to occur in 2% of the placebo

group and 4% in the drug group.
• How large must the groups be to detect an adverse effect with 95% 

confidence and 80% power?



OpenEpi page



G*Power

• http://www.gpower.hhu.de/

• G*Power is a tool to compute statistical power
analyses for many different t tests, F tests, χ2 
tests, ztests and some exact tests. 

• G*Power can also be used to compute effect
sizes and to display graphically the results of 
power analyses.

http://www.gpower.hhu.de/


Effect Size (ES)

• ES is the magnitude of the difference 
between groups. 

• The absolute effect size is the 
difference between the average, or 
mean, outcomes in two different 
intervention groups.

• Effect size helps readers understand 
the magnitude of differences found, 
whereas statistical significance 
examines whether the findings are 
likely to be due to chance.



Common effect size indices



Example 1

• Your pilot study analyzed with a Student t-test reveals that group 1 
(N=29) has a mean score of 30.1 (SD, 2.8) and that group 2 (N=30) has 
a mean score of 28.5 (SD, 3.5). The calculated P value= .06, and on 
the surface, the difference appears not significantly different. 

• What would be the sample size?



Example 2

• A drug called X is being tested for its side effects on thrombocytes. 
Researchers plan to assess the thrombocyte levels of their patients 
before they administer the drug and do the same assessment after 3 
months. However they need to know the sample size.
• In a previous study with a similar design the results of the participants 

were as follows: 
• Baseline assessment of Thrombocystes à Mean: 268.37 and SD: 60.28
• Second assessment after 10 weeks à Mean: 264.62 and SD: 57.40
• Correlation: 0.872



Thank you


